
Topic 13

Audio-Visual Scene Understanding



Multi-Sensory Perception

• Vision and audition arguably receive the most 
information

– Survival

– Communication

– Information preservation
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AV Complementary

• Vision

– Color, brightness, shape, texture

– Spatial

– Temporal

– Accurate and detailed

– Subject to lighting conditions, 
occlusions and view angles

• Audition

– Loudness, frequency, timbre, 
location

– Spatial 

– Temporal

– Ambiguous

– 360 degrees

– Requires less attention, almost 
24/7
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AV Mutual Enhancement 

• Vision enhances audition

– Lip reading

– Speech production of infants

• Audition enhances vision

– Visual search becomes faster with spatial audio

– Soundtrack enhances emotion of movies
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Ventriloquism Effect
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https://youtu.be/aYTJJDjjNSY

https://youtu.be/aYTJJDjjNSY


Sound Induced Flash Illusion
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https://www.illusionsindex.org/i/sound-induced-flash 

https://www.illusionsindex.org/i/sound-induced-flash


McGurk Effect

• /ba/ (a) + /ga/ (v)= /da/ (av)
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https://youtu.be/jtsfidRq2tw 

https://youtu.be/jtsfidRq2tw


AV Scene Understanding

• How to build computational models to learn audio-visual 
representations?

• How to design audiovisual algorithms to achieve better scene 
understanding than those modeling single modalities?

• How to use one modality to learn, infer and generate the other 
modality?
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Some Tasks

• Cross-Modal Supervision

• Audio-Visual Association

• Visually Informed Audio Source Separation

• Cross-Modal Generation
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Cross-Modal Supervision

Aytar, et al., “SoundNet: Learning sound representations from unlabeled video,” NIPS 2016

- 2M YouTube videos.
- Visual Recognition Networks provide labels for training SoundNet.
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Sound Classification Results
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Audio-Visual Association

• Learn to classify match vs. non-match

• Flickr-SoundNet

– Unlabeled, unconstrained

– out of 2M videos, used 500K * 10s videos

• Kinetics-Sounds

– 19K * 10s videos with human action 
annotations

Arandjelovic & Zisserman, “Look, Listen and Learn”, ICCV 2017
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Learnt Visual Concepts
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Learnt Audio Concepts
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Localizing Objects That Sound

• Vision network continues to 
operate at the 14*14 
resolution

• Similarities between audio 
and all vision embeddings 
reveal the location

Arandjelovic & Zisserman, “Objects that sound”, ECCV 2018
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Localization Results
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Visually Informed Source Separation

Zhao et al., “The sound of pixels”, ECCV 2018

Sound generation procedure, i.e., test time
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Training

Use spatial max 
pooling during training
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Demos
http://sound-of-pixels.csail.mit.edu/ 
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http://sound-of-pixels.csail.mit.edu/


Visually Informed Source Separation

Zhao et al., “The sound of motions”, 2019. 
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AV Speech Separation

Ephrat et al., “Looking to listen at the cocktail party: A speaker-independent audio-visual 
model for speech separation,” SIGGRAPH 2018.
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Training Data

4700 hours of video segments from 150,000 distinct speakers!!!
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Results and Demos

https://ai.googleblog.com/2018/04/looking-to-listen-audio-visual-speech.html
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Source Permutation Problem

Ground-Truth1 Ground-Truth2

Deep Clustering1 Deep Clustering2
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Proposed Approach

• Model audio-visual matching between sound fluctuation and lip movement
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Lu et al., “Listen and look: Audio-visual matching assisted speech source 
separation”, SPL 2018.
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Audio-Visual Matching Network

• Audio Network

o MLP: fc1 ~ fc3

• Visual Network

o Optical flow + gray image

o Separate and merge

o CNN + LSTM

• Embedding

o Similarity measure

26ECE 477 - Computer Audition - Zhiyao Duan 2023



Challenging Examples
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Challenging Examples

Ground-truth

Deep Clustering
(audio-only)

Proposed
(audio-visual)
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Challenging Examples

ECE 477 - Computer Audition - Zhiyao Duan 2023 29



Challenging Examples

Ground-truth

Deep Clustering
(audio-only)

Proposed
(audio-visual)
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Talking Face Generation

 Real-time face landmark generation from unheard 
speech of unknown speakers 

LSTM predicting 2D 
landmarks

1-D CNN predicting PCA coefficients 
of 3D landmarks

[Eskimez et al, LVA/ICA’18]
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Network Structure
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Photo-Realistic Generation
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[Eskimez et al., ICASSP 2020]



Decoder
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Discriminators
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Emotional Talking Face Generation
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[Eskimez et al., TMM’21]
Demos at: https://labsites.rochester.edu/air/projects/tfaceemo.html 

https://labsites.rochester.edu/air/projects/tfaceemo.html
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